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ABSTRACT
The debate around the use of GPT-3.5 has been a popular topic
among academics since the release of ChatGPT. Whilst some have
argued for the advantages of GPT-3.5 in enhancing academic writ-
ing, others have raised concerns such as plagiarism, the spread
of false information, and ecological issues. The need for finding
ways to use GPT-3.5 models transparently has been voiced, and
suggestions have been made on social media as to how to use GPT-
3.5 models in a smart way. Nevertheless, to date, there is a lack
of literature which clearly outlines how to use GPT-3.5 models in
academic writing, how effective they are, and how to use them
transparently. To address this, I conducted a personal experience
experiment with GPT-3.5, specifically by using text-davinci-003
model of OpenAI, for writing this article. I identified six ways of
using GPT-3.5: Chunk Stylist, Bullet-to-Paragraph, Talk Textualizer,
Research Buddy, Polisher and Rephraser. I reflected on their effi-
cacy, and commented on their potential impact on writing ethics.
Additionally, I provided a comprehensive document which shows
the prompts I used, results I got from GPT-3.5, the final edits and
visually compares those by showing the differences in percentage.

CCS CONCEPTS
• Computing methodologies→ Natural language generation;
• Applied computing → Publishing; • Human-centered com-
puting → Natural language interfaces.
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1 INTRODUCTION
In recent months, GPT-3.5 models have become very popular among
writers and researchers, especially with the launch of ChatGPT.
There has been a surge of interest in using this tool for academic
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writing for a variety of purposes. Scientists have even gone as
far as to add ChatGPT as a co-author to papers. The ability to
communicate scientific material in a paper is essential for successful
writing. In some cases, the lack of skill, hesitation, or being slow in
or disliking the writing process can present significant barriers for
researchers independent from their research skills and experience.
[27]. The potential of GPT-3.5 therefore to revolutionize the way
science is communicated cannot be underestimated. In addition, it
offers a way for those with limited writing skills, or whose mother
tongue is not English, to flowingly put their ideas into words, which
can help to reduce the advantage gap between researchers who do
and do not have English as their first language [18].

Notwithstanding the excitement surrounding GPT-3.5, it has
also raised serious concerns among scientists and journals. No-
table outlets such as Nature and Science have published statements
expressing unease with its utilization [5, 32], as well as the main
principles for its use. Institutions have also published guidelines
for employing GPT-3.5 in research and education [25]. These are
mainly focused on ethical issues, such as content ownership, pla-
giarism and the potential for misinformation due to careless use
without a proper check by a human author.

In order for GPT-3.5 to be employed in an efficient yet responsi-
ble manner, further studies must be conducted to demonstrate how
it can best be used. This piece details a personal experience experi-
ment where I used GPT-3.5 in various ways in the production of this
article. It reflects on the efficacy of the tool, outlines different ways
of incorporating it into the writing process, and discusses meth-
ods for ethical and responsible use. I did not use ChatGPT (except
for the revisions) and instead used the Open AI Playground Inter-
face which provides more control such as Temperature settings for
changing the randomness level of the outcome. Both ChatGPT and
Playground are based on the same training models and I specifically
used text-davinci-003 in this experiment.

Through this experiment, I hope to provide researchers with:
• A better understanding of how GPT-3.5 can facilitate effec-
tive academic writing

• Possible ways to use it
• Reflections on ethical use and transparency

2 GPT-3.5 IN ACADEMICWRITING
GPT-3.5 is a natural language processing (NLP) model developed by
OpenAI, based on a deep learning technique called transformers. It
is a large-scale language model that is trained on a massive amount
of text data, allowing it to generate human-like text. GPT-3.5 is
capable of generating text that is coherent and consistent with the
context it is provided. It can be used for a variety of tasks, includ-
ing text summarization, question answering, and text generation.
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Currently, code-davinci-002, text-davinci-002 and text-davinci-003
(which is also used in the generation of this paper) models are re-
ferred to as GPT 3.5. The popular ChatGPT application, and other
services of OpenAI Playground such as text completion, incorporate
models that can be referred to as GPT-3.5 [1].

GPT-3.5, and its predecessor like GPT-3 and GPT-2, have recently
become popular amongst academics for their utilization in different
scientific communication purposes such as addressing challenges in
writing, navigating extensive literature and providing definitions of
concepts [24]. Twitter threads have been released demonstrating the
potential uses of ChatGPT in a “smart” way [6]. Studies conducted
by independent experts to assess the quality of content found that
it produces high-quality results, which are hard to distinguish from
human-generated content [34]. GPT models has also been proposed
as an aid for academic writing for students [30]. Another study
assessed the efficacy of ChatGPT for Biomedical Writing by giving
short prompts [20], and found that the generated text lacks depth,
yet ChatGPT has an enormous potential to be used in academic
writing with improvements. However, they did not use it as a tool
for assisting writing by employing diverse methods.

Despite the potential uses of GPT in academic writing, there
are other potentially problematic results that have surfaced. For
example, some researchers have added ChatGPT as a co-author in
research papers [19, 21]. Such actions have been advised against by
Science and Nature, who have released editorials [5, 32] to dispel the
notion of GPT authorship, citing concerns such as assigning respon-
sibility, agency and ownership of content produced by language
learning models, plagiarism and transparency. Debouche have also
raised similar concerns for the utilization of GPT-3 and recom-
mended authors to openly share the prompts and outcomes used
[13]. Other issues include embedded biases (such as hate speech
towards race, and sexism) [11, 23], exploitation of workers for data
labelling, permissions on the data used for training and environmen-
tal concerns due to the energy used in algorithm training [31]. More-
over, some studies have proposed that AI-supported NLP models
should be open-source and developed together with stakeholders,
rather than being a product of a private company [12].

In conclusion, although GPT models have been proposed as a
tool for academic writing, there are still debates focusing on the
potential positives and negatives of their utilization. We also lack
studies that would reflect on its efficacy in supporting writing, and
different ways of utilizing them and demonstrate a workflow that
can be considered transparent by reviewers.

3 PROCEDURE FOLLOWED
In this personal experience study, I am exploring the possible impli-
cations of using GPT-3.5 to create an academic article in a time and
effort-efficient way while still maintaining academic integrity and
transparency. I am also reflecting on the implications of different
ways of using GPT-3.5 on my writing speed, style and motivation.
While this study is not intended to be a generalizable study ex-
amining all potential applications and ethical considerations of
GPT-3.5 in academic writing, I intend to create a reputable source
that explains the writing process with GPT-3.5 and demonstrates
it in a transparent fashion to help other researchers use the tool
responsibly.

Recently, the realm of Human-Computer Interaction (HCI) has
undergone a notable shift, wherein an emphasis is placed upon
incorporating the personal experiential insights of researchers
[14, 15, 22, 28]. This paradigm shift aligns itself with the over-
arching framework of the third wave of HCI [7], as delineated in
scholarly discourse, wherein the centrality of subjective encounters
garners paramount significance. Especially, design researchers are
positioned at the forefront of this endeavour, wielding the capabil-
ity to articulate elaborate and intricate firsthand narrations of their
experiential trajectories that have unfolded together with their it-
erative design processes. Notably, these individualistic experiential
chronicles bear the potential to not only foster a deeper compre-
hension of the design intricacies but also to engender a heightened
sense of empathy towards the end-users of the designed artefact
[14, 15, 22, 28]. While this research does not constitute a compre-
hensive design research study involving the formulation of novel
concepts or speculative ideations concerning emerging artefacts,
I am actively engaged in embracing the self-use facet intrinsic to
autobiographical design [26]. This approach enables me to delve
into the exploration of diverse modes for using GPT 3.5 for aca-
demic writing. Through this process, I aimed to effectively convey
in-depth personal experiences associated with the tool’s utilization.
Furthermore, I articulate and share the intricacies inherent in the
practices I have adopted during the course of this endeavour.

In order to create the content of this paper, I utilized the text
completion model (text-davinci-003) of OpenAI Playground text
completion as a tool, in all sections of the paper (except for the text
added during the revision phase, where I used ChatGPT interface
instead of the playground). I, first, outlined the structure of my
paper and took notes about the content of each section. Then, I
read the guide [2] for creating text completion prompts to better
understand the model’s capabilities. For each section, I created
input prompts and original texts with different methods such as
rough paragraphs, questions, bullet points or voice recordings. Both
prompts and original texts were then fed into the GPT-3.5 model
together and the output was saved. I presented all results in a sup-
plementary material by showing the original prompt, the output
from GPT-3.5, as well as how I edited it, allowing the process to be
transparently seen afterwards (as done in [31]). I used countwords-
free website for visualization [4]. The tool basically calculates the
ratio of different characters between two paragraphs and marks
differences and gives a percentage report. Additionally, I took notes
in a separate document regarding my experience while running
the trials with GPT-3.5. In accordance with Schell’s suggestion [29],
I made a deliberate effort to attentively observe my inner experi-
ences. Subsequently, I proceeded to annotate concise notes that
expounded upon these encounters, appending them to my notepad.
Lastly, I organized my data into an affinity diagram to highlight
the pertinent parts for discussion. The process of reflecting on my
experiences also intertwined with my composing process, as I trans-
formed most of the segments in the discussion section into written
form—leveraging GPT-3.5— by converting voice recordings into
text. I also did a final manual copy-edit to the paper and made minor
changes and additions to support the narrative flow.

I have generated six ways of using GPT-3.5 and they have pre-
dominantly arisen from a generative approach. These strategies
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encompass my considerations spanning three weeks of contempla-
tion about this project. Additionally, a subset of these strategies
emerged spontaneously during the phase of composing the text.
This entire process can be characterized as an inherent organic
progression. I recorded the various modes of my interaction with
GPT-3.5, which resulted in some of the spontaneously generated
methods during the writing process. While some of the methods
I employed were preconceived, devised during my imaginings of
how to effectively use GPT-3.5 for academic writing. The whole
process of writing the article took around a day while creating the
documentation showing the differences between prompts and the
final text took another 5 hours, thus this article was written within
the two-free days allocated for this project. This does not include
the time spent on formatting the article for different venues and
the revisions in review rounds.

4 WAYS OF USING GPT-3.5 FOR ACADEMIC
WRITING

In this section, I have outlined the various methods I employed in
my writing process, providing examples of the prompts I used, the
outcomes of the prompts, and the final version of the paragraph.
I also included a visual representation of the differences between
each in the supplementary material. Each of these sections has been
crafted using the method described.

4.1 Chunk Stylist
I have used GPT-3.5 as an effective writing tool by typing chunks
of text without worrying too much about the style, grammar, or
spelling. This approach has enabled me to create text quickly by
pouring my train of thought into text, as I am not restrained by
scrutinizing if the content is engaging or readable. This strategy
can be advantageous to both experienced and novice writers alike
because the temperature settings of the text completion tool can
be adjusted to produce either more predictable results closer to
the original text or more improvised and creative outcomes. I used
this Chunk Stylist method during the writing of my Introduction,
GPT-3.5 in Academic Writing, and this section. To demonstrate the
process, I have provided the prompt and result below, and the final
version of the paragraph.
Prompt:

Rewrite the following text in first person, rick,
clear and in academic language:

Orginal Text:

One effective way of using GPT-3 is to write a chunk
of test without caring too much about the style,
grammar or spelling. This makes the writing process
quite fast, freed me from thinking of if the style is
engaging or readible and basically let me to reflect
my train of thought to text in a quite fast way. This
might be effective both for fluent writers and for
others who struggle to put the words into the paper

in a flowing manner. Because, by playing with the
temparature settings of GPT-3, authors either might
get less random results which is closer to the text
they put, or more randomzied ones that allow GPT-3
to be a bit more improvisational on the given text.
I have written this section, introduction and the
background by using the chunk stylist method. Below,
I also demonsrate the prompt I have used, the result
I got and the final version is this paragraph.

Result (difference to original: 82.61%):

I have personally experimented with GPT-3 as an ef-
fective writing tool by typing chunks of text with-
out worrying too much about the style, grammar, or
spelling. This approach has enabled me to create text
quickly, as I am not restrained by considering if the
content is engaging or readable. This strategy is ad-
vantageous to both experienced and novice writers
alike, because temperature settings can be adjusted
to produce either more predictable results or en-
hanced randomness. I used this chunk stylist method
during the writing of my introduction, background,
and this section. To demonstrate the process, I have
provided the prompt, result, and final version of
this paragraph.

Final Manual Edit (difference to result: 25.54%):

I have used GPT-3.5 as an effective writing tool by
typing chunks of text without worrying too much about
the style, grammar, or spelling. This approach has
enabled me to create text quickly by pouring my train
of though to text, as I am not restrained by of scru-
tinizing if the content is engaging or readable. This
strategy can be advantageous to both experienced and
novice writers alike, because temperature settings
of text completion tool can be adjusted to produce
either more predictable results closer to original
text or more improvised and creative outcomes. I used
this Chunk Stylist method during the writing of my
introduction, background, and this section. To demon-
strate the process, I have provided the prompt and
result below, and final version of the paragraph.

4.2 Research Buddy
GPT-3.5 can be a useful tool for exchanging research ideas and start-
ing points for academic writing. Its natural language processing
capabilities can allow us to explore ideas quickly and easily, while
its predictive algorithm can suggest ideas and approaches that we
may not have thought of. This can help us to develop effective
arguments and explore diverse topics more efficiently. However,
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due to its reliance on machine learning, GPT-3.5 can also present
some risks, such as producing inaccurate or random results, and
its predictions may not always be in line with the academic rigour
required of the project. Thus, it is important to always keep critical
thinking at the forefront of the research process and to carefully
evaluate any output given by GPT-3.5. For example, the first para-
graph of Section 2 was written with the research buddy method,
by specifically prompting to give a definition of GPT-3.5 from the
cited website. However, the results were too broad and were not
describing what GPT-3.5 is accurately, so I needed to add critical
information manually. The first paragraph of Section 2 and this
section were written using the Research Buddy approach. Below
are the prompts:

Prompt:

How to use GPT-3 as a research buddy for exchanging
research ideas for academic writing? Mention advan-
tages and risks. Write only one paragraph in rich,
clear, first person and academic language:

Result:

As a researcher, I have found that GPT-3 can be an
extremely useful tool for exchanging research ideas
and starting points for academic writing. Its natural
language processing capabilities can allow us to ex-
plore ideas quickly and easily, while its predictive
algorithm can suggest ideas and approaches that we
may not have thought of. This can help us to develop
effective arguments and explore diverse topics more
efficiently. However, due to its reliance on machine
learning, GPT-3 can also present some risks, such as
producing inaccurate or random results, and its pre-
dictions may not always be in line with the academic
rigor required of the project. Thus, it is important
to always keep critical thinking at the forefront of
the research process, and to carefully evaluate any
output given by GPT-3.

Final Manual Edit (difference to Result: 39.02%):

GPT-3.5 can be a useful tool for exchanging research
ideas and starting points for academic writing. Its
natural language processing capabilities can allow
us to explore ideas quickly and easily, while its
predictive algorithm can suggest ideas and approaches
that we may not have thought of. This can help us
to develop effective arguments and explore diverse
topics more efficiently. However, due to its reliance
on machine learning, GPT-3.5 can also present some
risks, such as producing inaccurate or random results,
and its predictions may not always be in line with
the academic rigor required of the project. Thus, it

is important to always keep critical thinking at the
forefront of the research process, and to carefully
evaluate any output given by GPT-3.5. For example, the
first paragraph of Section 2 were written with the
research buddy method, by speficially prompting to
give a definition of GPT-3.5 from the cited website.
However, the results were too broad and were not
describing what GPT-3.5 accurately, so I needed to add
critical information manually. The first paragraph of
the Section 2 and this section (note that there is
not an original text which would be edited since this
paragraph is generated by GPT 3.5 from scratch) were
written by using the Research Buddy approach. Below
are the prompts:

4.3 Bullet-to-Paragraph
As part of the experiment, I utilized the bullet-to-paragraph method
to produce a paragraph for the Method section. This method is
similar to the Chunk Stylist of writing, as it involves listing the
primary principles or steps of a procedure before instructing GPT-
3.5 to generate a flowing paragraph in a specific language style.
By doing so, I was able to create both this section and the second
paragraph of the Procedure Followed section.

Prompt:

Write one paragraph from the following bullets in
rich, clear, first person and academic language:

Orginal Text:

• Bullet tp paragraph is also similar to chunk
styler but it’s writing in bullets

• A researcher can list the main principle or
steps of a procedure

• Then give a prompt to make a paragraph out of
this bullets in specigic language styles

• GPT-3 will produce a flowing paragraph
• This section and the second paragraph of method
section were created with this method

Result (difference to original: 78.25%):

As part of an experiment, I utilized the bullet-
to-paragraph method to produce a paragraph for the
Method section. This method is similar to the chunk-
style of writing, as it involves listing the primary
principles or steps of a procedure before instructing
GPT-3 to generate a flowing paragraph in a specific
language style. By doing so, I was able to create
both this section and the second paragraph of the
Method section.
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Final Manual Edit (difference to result: 4.12%):

As part of the experiment, I utilized the bullet-
to-paragraph method to produce a paragraph for the
Method section. This method is similar to the Chunk
Stylist of writing, as it involves listing the primary
principles or steps of a procedure before instructing
GPT-3.5 to generate a flowing paragraph in a specific
language style. By doing so, I was able to create both
this section and the second paragraph of the Method
section.

4.4 Talk Textualizer
Talk Textualizer is providing a monologue to GPT-3.5 and letting it
turn it into a readable text. Playground’s sophisticated transcription
feature enabled converting speech recordings into readable text,
even when there were long pauses or stuttering. To further refine
this text, I supplemented it with a prompt designed to transform
it into academic writing. This approach formed the foundation for
this section, Discussion, Limitations, and Conclusion.

Prompt:

Turn the below text into academic writing, clear,
first person, and rich academic language:

Orginal Text:
[transcribed from spoken audio]

Talktextualizer is almost like having a conversation
with ChatGPT. ChatGPT has an advanced transcription
function, speech to text function, that gets your
speech recording and even if Even if you have long
pauses or even if you stutter and tell the same word a
few times, it still turns it into a somewhat legible
text. Later, for this method, we take this text and
add on top of it a prompt that will turn it into
an academic writing. This section is written in that
way And the whole of discussion and limitations and
conclusion also heavily relied on this method.

Result (difference to original: 84.26%):

I utilized Talktextualizer to have a conversation
with ChatGPT. This platform has an advanced tran-
scription function which converts speech recordings
into a legible text, even in cases of long pauses or
stuttering. To further refine this text, a prompt was
added to turn it into an academic writing. This method
formed the basis of my discussion, limitations, and
conclusion.

Prompt 2:

Copy-edit the following text, academic stlye, first
person, clear, rich and flowing language:

Orginal Text 2:
[manually edited version of the Result in this
section]

I utilized Talk Textualizer by giving a monologue
to GPT-3. GPT 3’s advanced transcription function
converts speech recordings into a legible text, even
in cases of long pauses or stuttering. To further
refine this text, I added a prompt to turn it into
an academic writing. This method formed the basis of
my discussion, limitations, and conclusion.

Result (difference to original text 2: 61.24%):

I employed Talk Textualizer by providing a monologue
to GPT-3. GPT-3’s sophisticated transcription fea-
ture enabled it to convert speech recordings into
a readable text, even when there were long pauses
or stuttering. To further refine this text, I supple-
mented it with a prompt designed to transform it into
academic writing. This approach formed the foundation
for my discussion, limitations, and conclusion.

Final Manual Edit (difference to result 2: 20.79%):

Talk Textualizer is providing a monologue to GPT-
3.5 and let it turn it into a readible text. Play-
ground’s sophisticated transcription feature enabled
converting speech recordings into a readable text,
even when there were long pauses or stuttering. To
further refine this text, I supplemented it with a
prompt designed to transform it into academic writing.
This approach formed the foundation for this section,
discussion, limitations, and conclusion.

4.5 Polisher
Polisher is using GPT-3.5 for copy editing purposes. Material given
to GPT-3 should already be in a complete form, with a clear narra-
tive flow. By providing a prompt like “copy-edit this paragraph in
an academic style”, GPT-3.5 can be used to correct grammatical mis-
takes, and spelling errors and increase the clarity of the text. This
method can produce results that are close to the original text, and
temperature settings of GPT-3.5 may be lowered if authors want
minimal changes. This method has been applied in this section, and
also for polishing edited results of prompts throughout this piece
(for example, the first paragraph of Talk Textualizer was obtained
using the Polisher method on the result of the same section).
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Prompt:

Copy-edit the following text, academic style, first
person, clear, rich and flowing language:

Orginal Text:

Polisher is using GPT-3 almost like a copy editor.
In this method, based material that would be put
into GPT-3 should already be in a complete form and
in a proper narrative flow. By giving a prompt like
“copy-edit this paragraph in an academic language,”
GPT-3 can be used to correct the gramattical mistakes,
spelling error and for increaing the clarity of the
text. This method can give results closer results to
the original text, and the temperature settings might
be lowered if the athors want minimal changes. This
method has been used in this section, and also for
polishing the many of the edited results (for example
the first paragraph of Talk Textualizer was obtained
by using Polisher method on the indicated result).

Result (difference to original: 34.47%):

Polisher is using GPT-3 in a similar way to a copy
editor. Material given to GPT-3 should already be
in a complete form, with a clear narrative flow. By
providing a prompt like “copy-edit this paragraph
in an academic style”, GPT-3 can be used to correct
grammatical mistakes, spelling errors and increase
clarity of the text. This method can produce results
that are close to the original text, with temperature
settings that may be lowered if authors want minimal
changes. This method has been applied in this section,
and also for polishing edited results (for example,
the first paragraph of Talk Textualizer was obtained
using the Polisher method on the indicated result).

Final Manual Edit (difference to result: 19.25%):

Polisher is using GPT-3 for copy editing purposes.
Material given to GPT-3 should already be in a com-
plete form, with a clear narrative flow. By provid-
ing a prompt like “copy-edit this paragraph in an
academic style”, GPT-3 can be used to correct gram-
matical mistakes, spelling errors and increase the
clarity of the text. This method can produce results
that are close to the original text, and temperature
settings of GPT-3 may be lowered if authors want min-
imal changes. This method has been applied in this
section, and also for polishing edited results of
prompts througout this piece (for example, the first

paragraph of Talk Textualizer was obtained using the
Polisher method on the result of the same section).

4.6 Rephrasher
While revising the paper in response to the reviewers’ comments, I
developed the Rephraser method. One of the reviewers requested
the inclusion of a paragraph acknowledging methodologies aligned
with the method I used in this paper. Notably, in a previous publi-
cation [10], I had already composed a paragraph that can fulfil this
request. Consequently, to incorporate the relevant methodologies
proposed by the reviewer, I employed GPT-3.5 to rephrase the intro-
ductory paragraph of the Method section from my prior work [10].
This approach offers a potential solution for authors engaged in
expanding their concise papers, extended abstracts, or conference
papers into comprehensive journal articles while averting issues
of self-plagiarism. It is important to underscore that, even when
rephrasing text in extended paper versions, it remains essential
to provide a proper citation and transparently acknowledge the
extension and the utilization of GPT-3.5.

Prompt:

Can you rephrase the following paragraph in first
person, rich, clear, SIMPLE and in academic language,
do not add any new sentences and make sure that you
are not changing the meanings:

Orginal Text:

I have generated the Rephraser methods while doing re-
visions to the paper based on the reviewers’ comments.
One of the reviewers wanted me to add a paragraph ac-
knowledging methodologies that corroborate with this
paper. In one of my previous publications [10], I
already had written a similar paragraph that corre-
sponded to this request. Thus, to add the relevant
methodologies mentioned by the reviewer, I have used
GPT-3.5 for rephrasing the first paragraph of the
Method section of [10]. This method can be useful
for authors who are extending their short papers,
extended abstracts or conference papers to full pa-
pers or journal papers to avoid self-plagiarism. I
note that even if the text in the extended versions
of the paper is rephrased, a proper citation and a
transparent way of mentioning the extension and the
utilization of GPT-3.5 would be needed.

Result (difference to original: 71.14%):

While revising the paper in response to the review-
ers’ comments, I developed the Rephraser methods. One
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of the reviewers requested the inclusion of a para-
graph acknowledging methodologies aligned with this
paper. Notably, in a previous publication (Buruk,
2023), I had already composed a paragraph that ful-
filled this request. Consequently, to incorporate the
relevant methodologies proposed by the reviewer, I
employed GPT-3.5 to rephrase the introductory para-
graph of the Method section from my prior work (Buruk,
2023). This approach offers a potential solution for
authors engaged in expanding their concise papers,
extended abstracts, or conference papers into com-
prehensive journal articles while averting issues of
self-plagiarism. It is important to underscore that,
even when rephrasing text in extended paper versions,
it remains essential to provide proper citation and
transparently acknowledge the extension and the uti-
lization of GPT-3.5.

Final Manual Edit (difference to result: 7.13%):

While revising the paper in response to the review-
ers’ comments, I developed the Rephraser method. One
of the reviewers requested the inclusion of a para-
graph acknowledging methodologies aligned with the
method I used in this paper. Notably, in a previous
publication [10], I had already composed a paragraph
that can fulfil this request. Consequently, to in-
corporate the relevant methodologies proposed by the
reviewer, I employed GPT-3.5 to rephrase the intro-
ductory paragraph of the Method section from my prior
work [10]. This approach offers a potential solution
for authors engaged in expanding their concise pa-
pers, extended abstracts, or conference papers into
comprehensive journal articles while averting issues
of self-plagiarism. It is important to underscore
that, even when rephrasing text in extended paper
versions, it remains essential to provide a proper
citation and transparently acknowledge the extension
and the utilization of GPT-3.5.

5 DISCUSSION
5.1 Reflections on using GPT-3.5 for Writing

Articles
The use of GPT-3.5 to aid my writing process had a largely positive
effect on my motivation and productivity. Even though the article I
wrote was not particularly complicated or lengthy, my writing pro-
cess was much smoother than usual. Before starting to write, I spent
about three weeks mulling over the project, allowing the idea to ma-
ture, following developments, and finding two free days for writing
and experimenting with GPT-3.5 Throughout the contemplation
phase, I primarily conceptualized the idea within my thoughts and
engaged in discussions with friends, family, and colleagues, poten-
tially influencing the structure of this paper. One of my project’s

objectives is to gaugemy ability to produce academic articles swiftly.
Consequently, I deliberately abstained from taking notes as a con-
scious decision, with the intention of commencing the manuscript
without any pre-existing written text. What I realized was that
during this incubation period and the writing stage, I became less
preoccupied with the mechanics of writing and more focused on
accurately conveying my ideas. This heightened my motivation and
enabled me to compose the text faster, compared to my previous
experiences. Furthermore, my thinking and writing processes were
both more efficient, streamlining the whole writing experience.

Academic writing is an essential skill for scholars from all dis-
ciplines, though the level of training, experience, and receptivity
to writing can vary depending on the field of study. For instance,
those in the social sciences and humanities may have more practice
with and exposure to writing, while academics in more applied
fields such as engineering or design may have less proficiency and
experience with written expression. Drawing on my own experi-
ence, in design research, crafting compelling narratives is almost as
important as in other social sciences in order to communicate the
value and position of artefacts created or the design knowledge pro-
duced. Personally, I find myself more adept at envisioning artefacts
and bringing them to life (applied part of the design research) than
at imagining stories and writing, and the laborious nature of the
writing process which incorporates computational tools only for
visual styling can be a bottleneck in my research. However, upon
exploring the use of GPT-3.5 to textualize my ideas, I recognized a
similarity to my design practice. With my background in design, I
am accustomed to utilizing tools such as CAD software, 3D printers,
electronic boards, and other prototyping tools for creating tangible
artefacts, and these tools are integral to my thinking process of
designing things and make it easier to conceptualize the process of
thinking about artefacts and their production. Similarly, GPT-3.5
has provided me with similar freedom as I have leaned on it in
the same way I do with computational design tools; it has enabled
me to focus on the ideas I have rather than the daunting task of
manual writing. It also allowed me to work on my writing without
distractions and interruptions. Although basic writing skills are
still necessary for creating a narrative, GPT-3.5 has helped me to
lighten the burden of writing and streamline the process.

I have also found that I have not been as time-efficient with my
writing as I had anticipated. Writing a section of text and then
making multiple revisions until I reach a satisfactory outcome has
taken quite some time. For instance, it took me approximately 10
minutes to write the primary material of an introduction while
the subsequent revisions took around 90 minutes which is quite
long for such a short section. Although I believe I was able to write
more quickly due to the lack of distractions which happens in my
usual writing practice because of the interruptions in my thought
process, I still believe that authors need to dedicate a substantial
amount of time in the process. For creating the report which shows
the comparisons between the original text, outcomes of GPT-3.5
and final edited text, I spent around 5 more hours. In addition, the
current slow speed of GPT-3.5 due to the overwhelming demand
on its servers means it cannot be considered a quick solution for
writing, but rather a tool that makes the writing process smoother
and introduces new writing techniques suitable for different skill
levels.
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5.2 Quality of Text Generated by GPT-3.5
I believe that the quality of this text is variable across different sec-
tions. As I made the last round of revisions, I noticed this especially
when reading through the entire piece. Initially, I edited the text im-
mediately after receiving the results from GPT-3.5, and then I made
further revisions after the entire piece was written. Some sections
were plain and unengaging, while others were easier to read and
more compelling. I could have done a few more rounds of revisions
to ensure a consistent tone and a more flowing narrative, but I left
the manuscript as it is to demonstrate what can be produced with
GPT-3.5 in a short time (around a day) and with minimal editing.
However, I believe that several more rounds of revision would be
necessary to create an academic article with a consistent language
style and a solid narrative flow.

I also needed to prompt GPT-3.5 many times to reach a satisfac-
tory result as I have mentioned above. My assessment of satisfaction
revolved around the alignment of the text with my natural voice.
For instance, I aimed to avoid overly intricate explanations using
highly complex terminology, as such words do not typically fea-
ture in my writing. Simultaneously, I endeavoured to maintain
a vocabulary that, while familiar to me, sounded pleasant, even
if I would not typically employ such words. Additionally, there
were instances when I had to perform minor edits to prompts or
initiate a new prompt altogether to ensure that GPT-3.5 did not
generate content devoid of factual basis. For example, at times, it
appended sentences to discussion sections that misrepresented my
experiences and practices.

5.3 Ways of Using Methods
I utilized the methods of Chunk Stylist and Talk Textualizer pre-
dominantly when writing this article. I was inclined to use them
because of their ability to formalize my own ideas, rather than
relying on spontaneously generated material by GPT-3.5. When
using Bullet to Paragraph or Research Buddy, I had to make several
attempts and perform substantial editing to avoid sentences not
based on facts. Thus, I believe the Chunk Stylist and Talk Textu-
alizer are more suitable for writing a formal article than methods
relying on a big portion of generated text such as Research Buddy.
For example, when I prompted GPT-3.5 to give me the description
of GPT-3 based on [8], I found that the summary generated was
not reflective of the source material (the document was mostly
technical and required a good understanding of NLP, so I could not
assess the accuracy of information). As I was unable to identify
enough supporting information to back up GPT-3.5’s output, I had
to remove most of the material and leave only the core points that
I knew were accurate. I used Polisher mainly to refine the results
that I had edited; however, it can be employed by proficient writers
for copy-editing their text. I used Rephraser to reuse some of the
previously written text in my previous publications.

5.4 Transparency, Agency and Biases
One of the primary concerns of incorporating GPT-3.5 into the writ-
ing process is the potential for plagiarism and a lack of transparency
[3]. In my own trials, in some instances, the results I obtained were
not dissimilar from those produced by tools like Grammarly or
the spell and grammar checker of Microsoft Word. In other cases,

however, I was unsure of my agency over the written text. This ex-
perience was arguably similar to using a professional copy-editing
service where I needed to carefully check the text and make sure
that the intended meanings were retained. However, the speed of
the process and the lack of knowledge about where the words and
sentences derived from caused me to feel uneasy about using the
content. Overall, looking at the full text, the difference between the
original texts I prompted to GPT-3.5 and the outcomes I got was
70.27%, while the difference between outcomes and the final edited
version was 29.13%. The biggest difference between an original
text chunk and an outcome was 98.54% (almost the whole text was
changed), the biggest difference between the outcome and the final
edited part was 71.44% and the smallest was 3.3% (copy-pasted to
this manuscript almost without a change). You can see the detailed
report in the supplementary document.

This variability in the author’s agency over the result produced
GPT-3.5 require to develop practices for transparency for articles
where GPT-3.5 (or other LLM) is incorporated. In this article, I have
documented all the prompts, results, and final edited versions I used.
In some cases, this is essential; for example, when using methods
such as Talk Textualizer, Bullet to Paragraph, or Research Buddy,
the heavy influence of GPT-3.5 on the content, language, and tone
of the writing is readily apparent. In such situations, it is of critical
importance to be transparent and clearly demonstrate the process
of the writing and how it has been transformed.

In their recent editorial, Nature suggested that authors must
mention their use of GPT-3.5 in their writing [5], but I believe this
may not be enough. If GPT-3.5 has only been used for minor copy-
editing purposes, then a note in the acknowledgement may suffice.
However, if other methods have been used, such as Talk Textualizer
or Bullet to Paragraph, more substantial reporting—perhaps in the
form of an external link or an appendix—is necessary to ensure
transparency, which also has been used in other contexts such as
classroom assignments [16]. This would also ensure that the authors
would thoroughly check the content making sure that their content
do not consolidate racial biases or any other radicalized political
ideas unintentionally. Additionally, better tools may be required
to demonstrate the extent of changes and highlight where heavy
modifications have been made, as well as to provide transparency
by showing the source from which the text was generated.

5.5 Concerns of Ecological Sustainability
The use of GPT-3.5 and similar tools raises ecological sustainability
concerns [17]. In writing this article, I created approximately 500
requests and often carelessly reprompted GPT-3.5 for the same para-
graph until I reached a satisfactory result. According to OpenAI’s
calculations, this article costed around $2.5, but I am unaware of
the carbon footprint created in doing so.

On the one hand, the integration and normalization of GPT-3.5
and similar language learning models into academia could have a
substantial negative effect on energy consumption in comparison to
the thought process facilitated by the brain and body, which could
have resulted in less resource expenditure. On the other hand, my
writing process has beenmore efficient with the use of GPT-3.5 - not
because it is time-efficient as a tool but makes me more motivated
and less prone to distraction while using it - potentially reducing
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electricity costs spent by my computer or office space. Additionally,
my writing journeys often extend to the middle of the night, which
is arguably not beneficial for my physical and mental health in the
long-term, lowering the consequences of the mental burden caused
by the pressure and stress of writing preventing overworking, a
known problem in academia [33].

Using tools like GPT-3.5 in academia could have a significant
negative impact on ecology and as academics, we are responsible
for regulating our behavior accordingly, such as using it with least
prompts as possible. Still, we should consider the positive impacts
of using these tools beyond just being more efficient in writing
tasks, such as its impact on more efficient utilization of resources
and improving the well-being of academics.

5.6 Additional tools that can help with
GPT-based academic writing

Throughout my trials and reflections, I have come to recognize that
further tools developed in the future may not only help increase
the efficiency of writing but also increase transparency and make
us more aware of our responsibility - particularly with regard to
ecological sustainability - and make our writing less prone to the
dissemination of fake information. Currently, there are attempts
to create watermark tools [31] that would enable people to easily
identify if the text is generated through LLM models such as GPT-
3.5. Although this would be useful in certain contexts, including
classroom assignments that focus on teaching content to students,
its utility may not be as significant in other scenarios, particularly
for academic writing. A binary solution such as a watermark which
only indicates whether GPT is used or not may not be the best
approach; instead, we might need text editors that are supported
by GPT and can clearly document prompts, the outcomes of those
prompts, and make clear, visible, and easily understandable visu-
alizations of the comparisons between the prompt, the result, and
the edited version (as I have manually done in this piece).

Additionally, a tool that gives information of the carbon foot-
print of the writing piece and compares it to the potential carbon
footprint if the GPT was not used might be useful. Through such a
comparison, scientists would be more aware of their responsibility
in using GPT in a mindful way to the environment.

Another toolset which would be beneficial is one that prevents
the dissemination of faulty information, integratingmeasureswhich
detect an authoritative tone in the written text and comprehend
whether it refers to a fact. Such tools should provide reliable facts,
scrape and suggest real references, and create correct references
based on the names of the papers or the links; something that
current GPTs are not capable of doing.

6 LIMITATIONS
Drawing upon my own experience, I sought to reflect on the use of
GPT-3.5 in the creation of an academic article in this perspective
piece. It is important to note that my reflections have been shaped
by my perspective and positionality as a design researcher. Thus,
while I believe that the ways of using GPT-3.5 in academic writing as
discussed in this paper can be beneficial for scholars from a variety
of disciplines, my reflections and opinions may not be relevant
to all and should not be considered as generalizable across the

board. In my opinion, my reflections may be of greater relevance to
those working in fields where applied science plays an important
role, yet the expression of ideas is equally valued. Also, it must be
noted that this trial was limited in duration, as one of its primary
aims was to assess efficacy, and longer engagement with the tool
might allow the generation of new ideas, practices and opinions.
Moreover, the content of the writing in this paper was relatively
practical and did not require much philosophical scrutiny. Thus,
GPT-3.5 may not be as useful in fields where complex thoughts
need to be expressed using precise or abstract language. Similar
experiments might be conducted to understand and demonstrate
its efficacy across disciplines.

7 CONCLUSION
In this paper, I have reflected on my experience of using GPT-3.5 as
a tool for academic writing and discussed some basic methods for
providing transparency when using it. I have shared my reflections
on the efficacy of the tool and discussed the ethical considerations
of using GPT-3.5 for academic writing around the issues raised by
previous studies I have identified six ways of using GPT-3.5 for
academic writing: Chunk Stylist, Research Buddy, Talk Textual-
izer, Bullet-to-Paragraph, Polisher and Rephraser. Of these, I have
predominantly used Chunk Stylist and Talk Textualizer to great
effect, enabling me to write more effectively while still retaining
my own tone and ideas. Caution should be exercised with the other
methods, however, as they introduce more spontaneity and ran-
domness, which could result in plagiarism, the dissemination of
false information, or even the exacerbation of hateful rhetoric if not
used responsibly. To ensure fidelity and transparency, I documented
all prompts, outcomes, and final edits in a separate supplementary
document, which can serve as an example of using GPT-3.5 in a
transparent way. Authors utilizing GPT in their academic work are
welcome to reference the methods delineated in this paper within
their acknowledgments, akin to the example presented in the Ac-
knowledgement section of this manuscript. I also advocate for au-
thors to add a comprehensive report elucidating the characteristics
of the text generated by GPTs. This is particularly important when
employing methods like talk textualizer, research buddy, chunk
stylist, rephraser, or bullet-to-paragraph, as these are anticipated
to yield text that significantly diverges from the original input.

I hope thatmy reflectionswill be of benefit to researcherswho are
considering using GPT-3.5 and will inspire the development of tools
for more responsible practices and methods for using AI-supported
natural language processing in academia. I believe that this work
will contribute to the debate surrounding the incorporation of this
technology into our scholarly work, by increasing understanding
of its efficacy and possible ways of responsible usage.
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outcomes and the final edited versions can be seen in the supple-
mentary file. During the revisions, the paper has also been manually
edited for spelling errors and minor grammatical mistakes, there-
fore there might be slight differences between the report and the
original text in this manuscript. Moreover, although the text added
to this manuscript during revisions was appended to the report, the
calculations (e.g., maximum and minimum percentages in Section
5.4) in this manuscript refer to the version of the manuscript before
revisions.

While giving prompts, I used the word “GPT-3” instead of “GPT-
3.5” since I realized the difference between the two after a while.
Still, all parts that might have been affected by this difference (e.g.,
asking what GPT-3 is, or ways of using it in research) has been
corrected.

During the process of revising my work based on the received
reviews, I transitioned to utilizing the ChatGPT interface as my
free trial for the OpenAI playground had expired. Furthermore, I
observed that the NLP models featured in the playground had been
updated and were now akin to the variants of GPT-3.5 Turbo, rather
than the text-davinci-003 model I had been using. Consequently,
authors who opt for the ChatGPT interface over the playground can
expect a similar user experience in writing, with the notable distinc-
tion being the lack of customizable settings such as temperature,
which allows for more precise control. It is worth noting that, in
the playground, which is a paid service, the data input into it is not
utilized in training the algorithms. Hence, the employment of the
playground may be more suitable for academic writing endeavors,
particularly when funding is available.

Also, while revising the paper, I realized that ChatGPTmight pro-
duce overly complex sentences when prompted for academic writ-
ing. Therefore, the authors may need to add additional commands
to the prompts such as being simple, not adding new sentences and
keeping the text as natural as possible.
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